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─Abstract─ 

Through observations and interviews with coconut farmers in the Indragiri Hilir, Bitung, and 

Palembang districts, it has been found that the assessment of copra quality continues to 

encounter various obstacles, such as demanding substantial labour, time, and expenses. This 

research focuses on categorising copra types by extracting features and utilising the K-nearest 

neighbour algorithm. The research involves a dataset from copra warehouses in Indragiri Hilir 

Regency, Riau Province, consisting of 613 digital images classified into three categories: 

edible, regular, and reject. When categorising copra types, feature extraction methods like 

colour, shape, and texture features are taken into account. According to the study findings, 

the model accuracy when all features are taken into account is 84%. 

Keywords: Classification Algorithm, Copra Type, Feature Extraction, K-Nearest Neighbor. 

INTRODUCTION 

Kopra comes from the flesh of the coconut (Cocos nucifera) and is typically processed using 

traditional drying techniques, such as sun-drying or smoking (Aryanti, Nafiunisa, & Willis, 

2016). Copra is categorised into three types depending on its quality and purpose: edible, 

regular, and reject copra (Yuni, Ekpa, & Oyekale, 2017; Zubair & Ullah, 2020; Zwing et al., 

2020). Edible copra meets high standards of hygiene and food safety, making it a valuable 

raw material in the food and coconut oil industries (Yuni, Ekpa, & Oyekale, 2017). Regular 

copra is used in the cosmetics, soap, and other non-food products sectors (Yuni, Ekpa, & 

Oyekale, 2017). Reject copra does not meet quality standards for use in the food and beverage 

industry (Yuni, Ekpa, & Oyekale, 2017). According to findings from an interview with a 

copra merchant in Indragiri Hilir Regency, Riau Province, it has been discovered that copra 

types are typically classified manually by copra merchants relying on intuition. Identifying 

different copra types typically involves examining specific traits. As an illustration, edible 

copra typically measures less than 9 cm in diameter, has a bowl-like shape, lacks defects on 

the husk,  is not hollow, does not have a brownish colour, is free from fungal growth, and has 

white flesh. On the other hand, standard copra measures over 9 cm in diameter and can vary 

in shape, while maintaining similar qualities to edible copra. Copra of the reject type emerges 

after the sorting process of Edible and Regular. This type typically exhibits signs of fungi, a 

brownish colour, and potential holes or cracks. Undoubtedly, this procedure demands a 

substantial investment of effort, time, and resources. Moreover, the varying viewpoints of 

each merchant when identifying copra types result in inconsistent classification. As a 

consequence, the efficiency of farmers' performance decreases, particularly when conducted 

on a large scale. Therefore, there is a necessity for the creation of a method that can 

automatically and precisely categorise various kinds of copra to aid in this procedure. 

Accurate and efficient categorization can assist in managing copra supplies according to 

quality standards and meeting the diverse requirements of copra users in different industrial 

sectors more effectively (Rahmawati & Gunawan, 2020). 



INTERNATIONAL JOURNAL OF eBUSINESS AND eGOVERNMENT STUDIES 

Vol: 15 No: 1 Year: 2023 ISSN: 2146-0744 (Online) (pp. 512-532) DOI: 10.34111/ijebeg.2023150123 

514 

This research project is centred on categorising copra types through the utilisation of the KNN 

technique with a focus on feature extraction. This is based on using a dataset that includes digital 

images. Feature extraction is focused on obtaining distinct values from each image to enable 

the computer to recognise the objects within them (Woods et al., 2018). The feature extraction 

process utilises various fundamental techniques such as colour, shape, and texture features 

(Akmal, Munir, & Santoso, 2023; Dhanashree et al., 2016; Kandalkar et al., 2015; Satpute & 

Jagdale, 2016). This study examines colour features using the colour moment method, 

incorporating parameters like RGB, HSV, and grayscale (Abdullah et al., 2021; Laxmi & 

Kusumah, 2019; Malakar & Mukherjee, 2013; Shinde et al., 2015). In addition, shape features 

use region-based methods with area parameters and contour-based techniques with perimeter 

parameters (Dhanoa & Garg, 2016; Nagarjun et al., 2019; Tandel & Patel, 2016). Finally, 

texture features utilise the Grey Level Co-occurrence Matrix (GLCM) along with contrast, 

dissimilarity, homogeneity, energy, and correlation parameters from various sources (Ding, 

Xiao, & Weng, 2017; Humeau-Heurtier, 2019; Mutlaq & Abdulbaqia, 2022; Veronica, 2020). 

According to the research literature, choosing these characteristics has been shown to improve 

the performance of the classification model with digital image datasets (Andono & Nugraini, 

2022; Arya, Mittal, & Singh, 2018; Herdiansyah et al., 2022; Kartika et al., 2021; Overbeek, 

Beelen, & Jansen, 2022; Sihombing et al., 2022; Sugiartha et al., 2018). 

Table 1: Research Contribution of Copra Type Classification. 

References 

Feature extractions 
Algorith

ms 
Results Color 

Features 

Shape 

Features 

Texture 

Features 

(Abdullah et al., 

2017) 

- Color 

RGB 
x 

- Contras 

- Homogeneity 

- Energy 

- Correlation 

Nearest 

Mean 

Classifier 

Accuracy = 

74% 

(Lim, Jeong, & 

Choi, 2019) 

- Color 

RGB 
x x 

K-Nearest 

Neighbor 

Accuracy = 

86% 

(Adang et al., 2020) 

- Color 

RGB 

- Color HIS 

x x 
Naïve 

Bayes 

Accuracy = 

91% 

(Marni & Marlis, 

2021) 

- Color 

RGB 

- Area 

- Perimeter 
x 

K-Nearest 

Neighbor 

Accuracy = 

93% 

(Lahey, 2023) x x x 
Fuzzy 

Logic 

Accuracy = 

95% 

This research 

- Color 

RGB 

- Color 

HSV 

- Greyscale 

- Area 

- Perimeter 

- Contrast 

- Dissimilarity 

- Homogeneity 

- Energy 

- Correlation 

K-Nearest 

Neighbor 

Accuracy = 

84% 
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This study aims to develop a classification model for different types of copra by 

focusing on feature extraction with the KNN algorithm. This research's contribution is 

in utilising feature extraction to enhance accuracy. Following this, the study aims to 

improve the effectiveness of copra selection for copra farmers in Indragiri District, Riau 

Province. The findings of this study are outlined in Table 1. 

LITERATURE REVIEW 

Several studies have been conducted on the classification of copra types by various 

researchers (Abdullah et al., 2017; Adang et al., 2020; Lahey, 2023; Lim, Jeong, & 

Choi, 2019; Marni & Marlis, 2021). In a study conducted by Abdullah et al. (2017), 

software was developed for classifying copra quality using the Nearest Mean Classifier 

(MNC) algorithm. This study yielded an accuracy rate of 80.67%. In a study conducted 

by Lim, Jeong, & Choi (2019), a conveyor belt machine was developed to automatically 

identify coconut quality by utilising the K-nearest neighbour (KNN) algorithm. This 

study's findings show an accuracy rate of 86.67%. In a recent study by Adang et al. 

(2020), a software was developed to classify copra maturity utilising the Naïve Bayes 

(NB) algorithm. This study's results show an accuracy rate of 91.12%. In a recent study 

by Marni & Marlis (2021) and colleagues, a model was developed to classify the quality 

of white copra or edible copra using the KNN algorithm. This study yielded an accuracy 

rate of 93.33%. At last, the fifth study (Lahey, 2023) developed a model for assessing 

the quality of copra through a fuzzy logic algorithm. This study's findings boast a 95% 

accuracy rate. After reviewing the literature, various algorithms have been employed to 

categorise copra types and assess coconut quality, including MNC, KNN, NB, and 

fuzzy logic (Abdullah et al., 2017; Adang et al., 2020; Lahey, 2023; Lim, Jeong, & 

Choi, 2019; Marni & Marlis, 2021). 

RESEARCH METHODOLOGY 

The study was carried out through multiple stages that adhered to systematic 

guidelines. Several research steps involve data acquisition, data preprocessing, 

feature extraction, feature scaling, distributing training and test data, implementing 

the knn algorithm, and evaluating the classification model. The research stages are 

illustrated in Figure 1. 

Data Acquisition 

The research data is sourced from the coconut copra warehouse in Indragiri Hilir 

Regency, Riau Province. This dataset includes three types of copra: edible copra, 

regular copra, and reject copra. Every variety of copra includes 613 image data, 

totaling a dataset of 1,839. Image acquisition was conducted using a smartphone 

camera to capture digital images. The results of the acquisition are displayed in 

Figure 2. 
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Data Preprocessing 

Data preprocessing involves converting unstructured data into a structured format based on 

research requirements (Han et al., 2012; Yanto, Subali, & Suyanto, 2019). The study involves 

conducting image processing tasks such as resizing, background removal, and cropping based 

on previous research (Furht et al., 2018; Sundararajan & Sarwat, 2017; Thanki, Kothari, & 

Borra, 2021). Images are resized to standardise their dimensions from varied and large to 

uniform and smaller sizes (Furht et al., 2018; Sundararajan & Sarwat, 2017; Thanki, Kothari, 

& Borra, 2021). Eliminating background is a common practice in image editing to get rid of 

any distracting or irrelevant elements (Furht et al., 2018; Sundararajan & Sarwat, 2017; 

Thanki, Kothari, & Borra, 2021). Image cropping focuses on displaying only the essential 

parts of the image. Figure 3 displays the outcomes of data preprocessing. 

 

Figure 1: The Research Stages of Copra Type Classification Model. 
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Figure 2: Dataset of Copra Type from Indragiri Hilir Regency, Riau Province. 

 

Figure 3: Result of Preprocessing Data with Resize Image, Remove Background and 

Cropping Image. 

Feature Extraction 

Identifying and extracting essential information from a digital image to create simpler 

features involves considering the image's characteristics (González Fernández et al., 

2018). This study highlights how feature extraction simplifies the classification process 

of copra types. Colour, shape, and texture features are commonly used in feature 

extraction techniques. Colour features are crucial for distinguishing digital images by 

analysing colour distribution, colour scheme, and unique colour characteristics in 

individual pixels of the digital image (Akmal, Munir, & Santoso, 2023; Dhanashree et 

al., 2016; Kandalkar et al., 2015; Satpute & Jagdale, 2016). Geometric information such 

as size, object area, the length of lines surrounding the object, and object aspect ratio 

are crucial in identifying digital images (Abdullah et al., 2021; Laxmi & Kusumah, 

2019; Malakar & Mukherjee, 2013; Shinde et al., 2015). Features are extracted from a 

digital image by analysing pixel patterns to distinguish between different objects 

(Dhanoa & Garg, 2016; Nagarjun et al., 2019; Tandel & Patel, 2016). This study 

examines colour, shape, and texture features using different parameters, as shown in 

Figure 4. 
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Figure 4: Result of Feature Extraction on Copra Type Classification. 

Feature Scaling 

Normalising features is a method used to ensure that all features have similar values. 

Standardising all features to the same scale is the main objective of feature scaling. It is 

essential for various machine learning algorithms as they can achieve higher accuracy 

when features are standardised. For this study, feature scaling is done using the min-

max scaler method with a value range of 0 to 1. The formula for the min-max scaler as 

presented in Equation 1 by Brownlee et al. (2020). 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛 = 𝑎 +  
(𝑥 − 𝑚𝑖𝑛 (𝑥)) ∗ (𝑏 − 𝑎)

𝑚𝑎𝑥(𝑥) − min (𝑥)
 (1) 

Description:  

x = value of feature  

a = value range 0  

b = value range 1  

min(x) = minimum value in the dataset  

max(x) = maximum value in the dataset  

Data Splitting 

Splitting data involves dividing a dataset into two or more subsets of data. In this 

research, data is divided into training data and testing data. The data for training is 

utilised to educate the model on categorising different types of copra, such as edible, 

regular, and rejected copra. At the same time, the testing data is used to assess the 

effectiveness of the copra classification model. For this study, the data was divided 

using a split validation technique, allocating 90% for training and 10% for testing. 
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Implementation of KNN Algorithm 

K-nearest neighbours (KNN) is a non-parametric classification algorithm that classifies an 

object in the test data by considering the majority class of the k nearest neighbours in the training 

data (Purnama et al., 2019). When using the KNN algorithm, it's crucial to take into account the 

value of K since a lower K value can make the classification model more susceptible to noisy 

data. On the other hand, a higher K value enhances the classification model's ability to handle 

noise, although it could potentially lead to bias in the class boundaries (Primartha et al., 2023; 

Purnama et al., 2019; Purnama, Stiawan, & Budiarto, 2018).  

For this study, the value of K is determined based on the different types of copra - edible, 

regular, and rejected - resulting in a K value of 3. Specific methods such as the elbow 

method, silhouette coefficient, Calinski-Harabasz index, and Davies-Bouldin index are not 

used for this purpose. The KNN algorithm leverages the concept of closeness between data 

points to carry out data classification. This study involves the use of the Euclidean distance 

formula (Primartha et al., 2023; Purnama et al., 2019; Purnama, Stiawan, & Budiarto, 2018) 

to calculate the distance between data points, as referenced in the provided sources, and the 

KNN algorithm as demonstrated in the pseudocode (Purnama et al., 2019). 

𝑑(𝑎, 𝑏) = √∑(𝑥𝑎𝑖 − 𝑦𝑏𝑖)2

𝑛

𝑖=1

 (2) 

He Description:  

𝑑(𝑎, 𝑏) = Distance between object x and object y. 

𝑥𝑎𝑖 = The value of training data object a in the i-th variable. 

𝑦𝑏𝑖 = The value of the testing data object b in the i-th variable. 

n = The number of independent variables. 

Algorithm 1: K-nearest neighbors 

Input: k, DataSet, TestData 

Output: Class 

1 𝐷𝑗 ← 𝐷𝑎𝑡𝑎𝑆𝑒𝑡 

2 𝑋 ← 𝑇𝑒𝑠𝑡𝐷𝑎𝑡𝑎 

3 𝑁 ← 𝑙𝑒𝑛𝑔𝑡ℎ 𝑜𝑓 𝐷𝑗 

4 𝐟𝐨𝐫 𝑖 = 1 → (𝑁 − 1)𝐝𝐨 

5  𝑑 ← 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑋, 𝐷𝑗) 

6  𝐿𝑖𝑠𝑡[𝑖] ← 𝑑 

7 𝐞𝐧𝐝 

8 𝑆𝑜𝑟𝑡𝑖𝑛𝑔 𝐿𝑖𝑠𝑡[𝑖] 
9 𝐟𝐨𝐫 𝑖 = 1 → 𝑘 𝐝𝐨 

10  𝐶𝑙𝑎𝑠𝑠[𝑘] ← 𝑙𝑎𝑏𝑒𝑙 𝑜𝑓 𝐿𝑖𝑠𝑡[𝑖] 
11 𝐞𝐧𝐝 

12 𝐶𝑙𝑎𝑠𝑠𝐷𝑎𝑡𝑎 ← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒 𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦 𝐶𝑙𝑎𝑠𝑠[𝑘] 
13 𝐫𝐞𝐭𝐮𝐫𝐧 𝐶𝑙𝑎𝑠𝑠 
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Identifying different types of copra by analysing colour, shape, and texture features. Next, the copra-type classification process involves 

utilising the KNN algorithm. Developing a classification model through multiple experiments to assess the impact of colour, shape, and 

texture features on enhancing the accuracy of the model with the KNN algorithm. Several of these experiments are displayed in Table 2. 

Table 2: Some Experiments on Copra Type Classification. 

Experiments Parameters Objective 

1 
Mean-R, mean-G, mean-B, mean-H, mean-S, mean-V, 

greyscale. 

It is knowing the accuracy of the classification 

model when using color feature. 

2 Area, perimeter. 
It is knowing the accuracy of the classification 

model when using shape feature. 

3 Contrast, dissimilarity, homogeneity, energy, correlation. 
It is knowing the accuracy of the classification 

model when using texture feature. 

4 
Mean-R, mean-G, mean-B, mean-H, mean-S, mean-V, 

greyscale, area, perimeter 

It is knowing the accuracy of the classification 

model when using color and shape features. 

5 

Mean-R, mean-G, mean-B, mean-H, mean-S, mean-V, 

greyscale, contrast, dissimilarity, homogeneity, energy, 

correlation. 

It is knowing the accuracy of the classification 

model when using color and texture features. 

6 
Area, perimeter, contrast, dissimilarity, homogeneity, energy, 

correlation. 

It is knowing the accuracy of the classification 

model when using shape and texture features. 

7 

Mean-R, mean-G, mean-B, mean-H, mean-S, mean-V, 

greyscale, area, perimeter, contrast, dissimilarity, homogeneity, 

energy, correlation. 

It is knowing the accuracy of the classification 

model when using color, shape, and texture 

features. 

Model Evaluation 

Assessing the model involves determining how well the copra-type classification model performs. Assessing the performance of 

a classification model involves evaluating how well it performs and its ability to generalise the data, as discussed by various 
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authors (Abhishek, Karthik, & Sneha, 2022; Agarwal et al., 2021; Andreas et al., 2016; Suyanto et al., 2021). For this study, the 

evaluation of the model utilises the confusion matrix technique to calculate accuracy, precision, recall, and f1-score. Equations 

3 to 6 illustrate the formulas for calculating accuracy, precision, recall, and f1-score (Abhishek, Karthik, & Sneha, 2022; Agarwal 

et al., 2021; Andreas et al., 2016; Suyanto et al., 2021). 

Accuracy =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (3) 

Recall =
(𝑇𝑃)

𝑇𝑃 + 𝐹𝑁
 (4) 

Precision =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
 (5) 

F1-Score =
(2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (6) 

Description: 

TP  = True positive 

TN = True negative 

FP = False positive 

FN = False negative 

RESULTS AND DISCUSSION 

Implementation of Feature Extraction 

Feature extraction in this study includes colour, shape, and texture features. Every feature comes with various parameters, as 

illustrated in Figure 4. After extracting colour, shape, and texture features, it is necessary to adjust their value ranges to 0 to 1 

through feature scaling using Equation 1. Feature extraction and feature scaling are essential for helping the classification model 

accurately identify different types of coconuts. Here are the findings from the feature extraction implementation, as shown in 

Table 3 and Table 4. 
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Table 3: Results of Feature Extractions and Feature Selections of Copra Type Classification. 

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Y 

0,50 0,56 0,59 0,12 0,50 0,16 0,54 0,47 0,04 0,16 0,06 0,08 0,76 0,18 0,95 1 

0,82 0,85 0,83 0,12 0,82 0,26 0,84 0,84 0,10 0,09 0,16 0,24 0,43 0,24 0,97 1 

0,64 0,75 0,72 0,18 0,65 0,21 0,71 0,67 0,10 0,19 0,11 0,19 0,48 0,20 0,97 1 

0,73 0,77 0,71 0,14 0,73 0,33 0,75 0,65 0,13 0,11 0,19 0,32 0,25 0,12 0,93 2 

0,78 0,86 0,87 0,16 0,78 0,17 0,84 0,75 0,19 0,12 0,27 0,41 0,28 0,19 0,92 2 

0,27 0,17 0,16 0,03 0,27 0,65 0,20 0,29 0,01 0,07 0,23 0,29 0,59 0,35 0,68 3 

0,58 0,57 0,44 0,13 0,58 0,56 0,56 0,48 0,02 0,05 0,22 0,36 0,24 0,07 0,85 3 

Note: X1=Mean-R, X2=Mean=G, X3=Mean-G, X4=Mean-H, X5=Mean-S, X6=Mean-V, X7=Mean-Grey, X8=Standard-

deviation, X9=Area, X10=Perimeter, X11=Contrast, X12=Dissimilarity, X13=Homogeneity, X14=Energym X15=Correlation, 

Y=Copra-type. 

Implementation of Copra Type Classification on KNN Algorithm 

The coconut types are classified using the KNN algorithm in the model. The creation of this classification model 

includes seven experiments, as illustrated in Table 2. This study involves seven experiments that seek to investigate if 

performance is enhanced by utilising feature extraction along with the KNN algorithm in the classification model. 

Measuring the performance of the classification model involves using a confusion matrix to calculate accuracy, 

precision, recall, and f1-score values. The confusion matrix results for the coconut-type classification model can be 

found in Figure 5. 

From the confusion matrix, the true positive, true negative, false positive, and false negative values have been 

identified, allowing for the calculation of accuracy, precision, recall, and f1 -score using equations 3 and 4. The 

accuracy, precision, recall, and f1-score results for the coconut-type classification model can be found in Table 5 and 

Figure 6.
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Experiment 1 Experiment 2 

  

Experiment 3 Experiment 4 

  

Experiment 5 Experiment 6 

 

Experiment 7 

Figure 5. Results of Confusion Matrix for Copra Type Classification. 

Table 5: Result of Model Evaluation of Copra Type Classification. 

Confusion Matrix 
Experiments 

1 2 3 4 5 6 7 

Accuracy 71,7 54,4 79,9 72,8 83,7 81,0 84,2 

Precision 71,0 54,8 79,3 72,9 83,2 80,3 84,1 

Recall 70,7 53,1 79,0 71,9 83,0 80,1 83,7 

F1-Score 70,6 52,9 79,1 72,1 83,0 80,1 83,7 
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Figure 6: Result of Model Evaluation of Copra Type Classification. 

According to Table 5 and Figure 6, the research on categorising copra types through 

feature extraction with the KNN algorithm has demonstrated success. The study has 

produced numerous intriguing facts and discoveries. The study findings show that the 

copra-type classification model attains an average accuracy of 75%. When utilising 

colour features in the classification model (experiment 1), it achieves an accuracy of 

72%. In Experiment 2, shape features achieved an accuracy of 54%, whereas 

Experiment 3 showed texture features with an accuracy of 79%. The experiments 

indicate that colour features result in a 3% decrease in accuracy, shape features lead to 

a 21% decrease in accuracy, and texture features can result in a 4% increase in accuracy. 

This study confirms that texture features are the most effective for classifying copra 

types. 

In subsequent experiments, combining two features in the copra-type classification 

model, like colour with shape (experiment 4), colour with texture (experiment 5), and 

shape with texture (experiment 6), leads to enhanced model performance. The 

experiments indicate that Experiment 4 yields an accuracy of 72%, resulting in a 2% 

decrease in accuracy. Experiment 5 achieved an accuracy of 83%, showing an increase 

of 8%, while Experiment 6 achieved an accuracy of 80%, with an increase of 5%. The 

experiments demonstrated that integrating colour and shape features can decrease the 

classification model error from 3% to 2%. Colour or shape features impact the model's 

performance, but adding texture features can boost accuracy by 10% and 7% 

respectively. Upon integrating all features in the copra-type classification model 

(experiment 7), the accuracy reaches 84%, marking a 9% increase in accuracy. 
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Analysis of Correlation between Features and Labels 

The results of classifying coconut types indicate that the shape feature has a 

substantial impact on the performance of the classification model when using feature 

extraction and the KNN algorithm. One possible reason for this discrepancy is that 

the classification model's utilisation of texture features leads to an accuracy of 79%, 

while colour features and shape features result in accuracies of 71% and 54%, 

respectively. Statistical analysis was conducted to test the accuracy results by 

correlating the features used with the type of copra. Initial testing utilised a bivariate 

correlation test to examine feature extraction parameters related to copra types, as 

depicted in Table 6. The Pearson correlation method was used for the bivariate 

correlation test. The test results indicate that texture features show a strong 

correlation with copra types, ranging from 0.4 to 0.6. Colour features exhibit a 

weaker correlation with copra types, with correlation values ranging from 0.1 to 0.6. 

Shape features show no correlation with copra types, with the highest correlation 

value being 0.1 and the lowest being 0. Thus, texture features are the most effective 

for classifying copra types. 

Table 6: Result of Bivariate Correlation of Feature Extractions with Copra Types. 

 Color Features Shape Texture  

X1 1,0                

X2 0,9 1,0               

X3 0,8 0,9 1,0              

X4 0,1 0,2 0,2 1,0             

X5 1,0 0,9 0,8 0,1 1,0            

X6 -0,1 -0,3 -0,6 -0,3 -0,1 1,0           

X7 1,0 1,0 0,9 0,2 1,0 -0,3 1,0          

X8 0,9 0,9 0,8 0,1 0,9 -0,2 0,9 1,0         

X9 0,7 0,7 0,6 0,1 0,7 -0,1 0,7 0,7 1,0        

X10 0,5 0,5 0,4 0,1 0,5 0,0 0,5 0,6 0,6 1,0       

X11 0,1 0,0 -0,1 0,0 0,1 0,4 0,0 0,2 0,2 0,4 1,0      

X12 0,0 -0,1 -0,2 0,0 0,0 0,4 -0,1 0,1 0,1 0,3 1,0 1,0     

X13 0,0 0,0 0,1 -0,1 0,0 -0,3 0,0 0,0 -0,1 -0,2 -0,7 -0,8 1,0    

X14 -0,4 -0,4 -0,4 -0,2 -0,4 0,0 -0,5 -0,1 -0,1 -0,1 0,1 0,1 0,3 1,0   

X15 0,5 0,5 0,6 0,0 0,5 -0,4 0,6 0,5 0,2 0,1 -0,7 -0,7 0,5 -0,2 1,0  

Y -0,5 -0,5 -0,6 -0,1 -0,5 0,4 -0,5 -0,3 -0,1 0,0 0,5 0,6 -0,5 0,4 -0,6 1,0 

 X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 Y 

Note: X1=Mean-R, X2=Mean=G, X3=Mean-G, X4=Mean-H, X5=Mean-S, X6=Mean-

V, X7=Mean-Grey, X8=Standard-deviation, X9=Area, X10=Perimeter, X11=Contrast, 

X12=Dissimilarity, X13=Homogeneity, X14=Energym X15=Correlation, Y=Copra-

type. 
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The research experiments were validated through multivariate correlation testing. 

Utilising multivariate correlation testing is valuable for establishing the importance of 

this research's findings. The study utilised ordinary least squares regression for 

multivariate correlation testing, as displayed in Table 7. The test results indicate that 

feature extraction has a significant impact on the accuracy of the copra-type 

classification model in each experiment. The test results confirmed the efficacy of each 

experiment, showing strong correlations between 0.86 and 0.15. Moreover, each 

experiment was effective in differentiating between types of copra based on the 

significant correlation between data variation and determination values, which ranged 

from 0.74 to 0.02. 

Upon initial inspection, the second experiment showed no clear relationship or certainty 

in categorising copra types. When the second experiment was combined with the third 

in the sixth trial, the model's accuracy remained strong, showing a correlation value of 

0.81 and a determination of 0.65. Afterward, the most effective approach was to 

combine all features or carry out the seventh experiment, yielding a correlation value of 

0.86 and a determination of 0.74. 

Table 7: Result of Model Evaluation of Copra Type Classification. 

Coefficient 
Experiments 

1 2 3 4 5 6 7 

Correlation 71,7 54,4 79,9 72,8 83,7 81,0 84,2 

Determination 71,0 54,8 79,3 72,9 83,2 80,3 84,1 

DISCUSSION 

The copra type classification method utilises KNN due to its ease of 

understanding and implementation, versatility with different data types, non-

parametric nature suitable for datasets with diverse distributions, and resilience 

to noise and missing values (Abhishek, Karthik, & Sneha, 2022; Agarwal et al., 

2021; Andreas et al., 2016; Suyanto et al., 2023; Suyanto et al., 2021). 

Nevertheless, this approach presents various constraints, including the necessity 

for precise K parameter adjustment, which is influenced by feature selection 

(Abhishek, Karthik, & Sneha, 2022; Agarwal et al., 2021; Andreas et al., 2016; 

Suyanto et al., 2023; Suyanto et al., 2021). The KNN algorithm has demonstrated 

effectiveness and efficiency in classifying digital images and tabular data across 

different case studies, as indicated by literature research (Jami et al., 2023; 

Khairina & Games, 2022; Khotimah, Utami, & Listyanto, 2022; Raysyah, Arinal, 

& Mulyana, 2021; Sari & Susilo, 2020; Suharyana et al., 2023; Triayudi, 

Suparman, & Andrianingsih, 2022). 
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CONCLUSION AND SUGGESTION 

Conclusion 

The study improved accuracy by classifying copra types based on colour, shape, and texture 

features using the k-nearest neighbour method. The colour features extracted are RGB, 

HSV, and grayscale. Shape features include area and perimeter, while texture features 

consist of contrast, dissimilarity, homogeneity, energy, and correlation. Research findings 

suggest that the copra-type classification, when factoring in feature extraction, achieves a 

commendable average accuracy rate of 75%. Moreover, the study findings indicate that 

texture features have a substantial impact on accuracy, achieving 79% during the testing 

phase. The study shows that combining all elements (colour, shape, and texture) results in 

the highest accuracy of 84%. Therefore, the research concludes that incorporating feature 

extraction in copra-type classification can enhance accuracy by up to 9%. 

Suggestions 

Future researchers should consider investigating the classification of copra types. Deep 

learning models have shown success in image recognition tasks, improving accuracy 

through automatic learning of hierarchical features. He furthered his research by 

examining alterations in copra characteristics over time. The recommendations are 

intended to inspire upcoming researchers to delve into sophisticated methods and aspects 

for categorising copra types, potentially expanding the limits of precision and practicality. 
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